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Fourier Transform Representations
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Why frequency response important?

 A broad class of signals can be represented as

 Example: 

 The output of LTI system is

 If we know               for all k, the output of the LTI system can be easily 
computed 
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Frequency-domain representation

 Fourier transform pair
 Many sequences can be represented as

where

 Note that x[n] is represented as a superposition of infinitesimally small 
complex sinusoids 

with     ranging over an interval of length  
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(Discrete-time) Fourier transform

Inverse Fourier transform



Sufficient condition for Fourier transform

 Fourier transform should be finite to exist

 Sufficient condition for the convergence of 
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Not necessary

All absolutely summable sequences have Fourier transform



Not absolutely summable sequences

 Consider square summable

 For such sequences, mean-square convergence exists

where
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Sequences neither absolutely nor square summable

 Constant sequence: x[n]=1 for all n

 Complex exponential sequence: 

 Generalization of exponential sequence
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Impulse train with period 

Shifted impulse train



Symmetry properties of Fourier transform
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Table 2.1 in book



Fourier transform theorems
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Periodic convolution



Useful Fourier transform pairs

10



Using Fourier transform theorems and pairs

 Using the tables, we can
 Compute Fourier transform of sequences without complex computations
 Compute inverse Fourier transform
 Example:
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Another example

 Consider the difference equation

 To get the impulse response, set                  , which gives

 Fourier transform gives  
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Another example

 Decompose

 By using the table          

 h[n] becomes

 Read Examples 2.23-2.24 in the textbook
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Auto/cross-correlations of 
Deterministic Signals
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Definitions

 Autocorrelation

 Cross-correlation

 Relation to convolution: missing initial fold step
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Conjugate for 
complex sequences



Pseudo-noise (PN) sequence

 Let

 Autocorrelation

 Example of Barker code
 Sharp peak at
 Time-delay estimation in radar 
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Radar example

 Transmit pulse
 Received “echo” after reflection off object
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Unknown amplitude Round-trip
time-delay

Noise



Radar example

 Sampled version
 Assume sampling high enough:  

 Discrete-time (DT) model

 Without noise, it can be modeled as an LTI system

 Use cross-correlation to estimate D 
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Radar example


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Peak at 

Assume s[n] is a real signal, e.g., Barker code 



Properties of autocorrelation sequences

 Three main properties of autocorrelation sequence







20



Input/output relationships for LTI system




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LTI

Try to prove these



Discrete-Time Random Signals
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Why random?

 So far, all signals are assumed to be deterministic
 Sequence is uniquely determined by a mathematical expression

 In many situations, the processes that generate signals are so complex
 Modeling water flow, wind turbulence, etc

 Modeling a signal as a random process analytically useful
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Discrete-time random signals
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Each sample is a random variable 
following a certain probability density function

Collection of random variables is referred to as a random process



Random process

 Hard to completely describe a random process 
 Need to know individual and joint probability distributions of all random variables

 Many cases, descriptions in terms of averages are useful
 Mean / Autocorrelation / Autocovariance

 Let       represent the random variable of the sequence x[n] at time n
 Precisely,       is a random variable and x[n] is a specific realization of       at time n 
 It is not necessary to distinguish them in this course.
 We will use       and         interchangeably

 Focus on real signals 
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Wide-sense stationary (WSS) random signals

 The mean of random process x[n] at time n is

 The autocorrelation of x[n] is 

 If x[n] is wide-sense stationary random process, then
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Input-output relation of LTI systems

 Recall a LTI system

 With WSS input, the mean of output becomes

 Alternative expression 
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Constant!



Input-output relation of LTI systems

 Autocorrelation of output is 
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WSS input

Not a function of n!



Input-output relation of LTI systems
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WSS
WSSLTI



Further look on output autocorrelation 

 Recall

 By taking the substitution

where
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Deterministic autocorrelation sequence of 

Convolution

Since         is assumed to be real,



Fourier transform of autocorrelations

 Let

 Because 

we have
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Power density spectrum or power spectrum density



Note on energy/power signals

 Energy signal
 If a sequence has a finite energy

 Fourier transform of autocorrelation of energy signal 
 Energy spectrum density

 Power signal
 If a sequence has a finite average power

 Fourier transform of autocorrelation of power signal 
 Power spectrum density
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Course at glance
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Discrete-time signals

Fourier-domain 
representation

Sampling and 
reconstruction

z-transform DFT/FFT

Discrete-time systems

Discrete-time 
signals and systems

Structure

Analysis

Filter design


